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Orthogonality

There are infinitely many reasons to care about

orthogonality we only present one used in

function approximation

Orthogonality heps us became finding a best

approximate will be equivalent to solving

a big system of linear equations
This is very computationally involved But

using orthogonal basis make these

computation much more efficient

Goal we are given a complicated function f
and want to approximate estimate f using
simpler or better understood function

Our setting is in Inner Product spaces and

we will say I is a good approximation

close to f when 11 f f 11 soul



Setup let V be on inner product space one IR

and Ewi Wa wn3 EV linearly independent

sit W spanEwi Wm a n dim vector span

The complicated function f lives in

and we want to find FEW to

is a good approximation for f
The vectors Ewi wn3 will always

be known and easy to understand

functions

we say FEW is a best approximation

to f wrt w to mean

11 f 911 ifull f well

One can show that in inner product spaces
we always have a unique best approximation

Friday Insel Spence section 6.2



Processes Fix VEV and for ay Wew

write
sine wi sasis

w Exiwi EW for w

We want to estimate 11 v wll

11 v wit Lv w v w

Lv E xwi v Éxw

Viv xj v wj

Ed wi v7 gÉ4 wi wj
working
over IR

digÉ wi.ws 2 j4uiwj

LV V7

F α Xn

Since V V Wi Wj Vini knownand fixed

we can treat them as constants and view



F IR IR as a polynomial in 41 pan

Recall we want to minimize IIV wu

That is we want to minimize
F So set

2 0 if and solve

K
to find critical points

Now observe that calculate 21s we get

É d wi.ws 2 aicuiwj7 cv vs

fEdidicwi.ws 2 v wic o

diE.dcwi.ws 2cuiwic

Li k itk

2 1 1 wicywidtdkg.fi 4wiciwj7tyyfc
diEidjcwiwj



244Wh

2αk wk Wk tÉ wawj di Wi wic

j k

2 V Wk

21 dj wj wk 2 v wk

Now setting Fk 0 means K

É
I

equations
1 a unknowns

2,444 wj7 Venn



But this can be represented as a Matrix Sol

Wic Wis awk.ws 4wawn hawk

The above tells us what to 10ᵗʰ row

of our matrix looks like

Tt
Lw w wa wa cannot 2 Tv wit
Wi Wi wzwz cries

1

Jun wit
un un th Viwn

A α b

symmetric if a IR uspa conj synch it var G

Where we call the matrix above the

Gram matrix associated to the basis W



Now find X1 2n that minimize
F X 2n

So far Solving gives us

access to finding the best approximte
since the best approximte is

just
Wo Kiwi when in

solution to

Now is very computationly heavy

Solving systems of equation
where the matrix is diagonal
is much more efficient

So if we started with Ewi wn

on orthogord set th the

Gram matrix would look like



WI WI

W 0 1

0 WnWn

Practical Example yet to come


